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Purpose: In many MRI scenarios, magnetization is often excited from spatial re-
gions that are not of immediate interest. Excitation of uninteresting magnetization 
can complicate the design of efficient imaging methods, leading to either artifacts 
or acquisitions that are longer than necessary. While there are many hardware-  and 
sequence- based approaches for suppressing unwanted magnetization, this paper ap-
proaches this longstanding problem from a different and complementary angle, using 
beamforming to suppress signals from unwanted regions without modifying the ac-
quisition hardware or pulse sequence. Unlike existing beamforming approaches, we 
use a spatially invariant sensor- domain approach that can be applied directly to raw 
data to facilitate image reconstruction.
Theory and Methods: We use beamforming to linearly mix a set of original coils 
into a set of region- optimized virtual (ROVir) coils. ROVir coils optimize a signal- 
to- interference ratio metric, are easily calculated using simple generalized eigen-
value decomposition methods, and provide coil compression.
Results: ROVir coils were compared against existing coil- compression methods, 
and were demonstrated to have substantially better signal suppression capabilities. 
In addition, examples were provided in a variety of different application contexts 
(including brain MRI, vocal tract MRI, and cardiac MRI; accelerated Cartesian and 
non- Cartesian imaging; and outer volume suppression) that demonstrate the strong 
potential of this kind of approach.
Conclusion: The beamforming- based ROVir framework is simple to implement, has 
promising capabilities to suppress unwanted MRI signal, and is compatible with and 
complementary to existing signal suppression methods. We believe that this general 
approach could prove useful across a wide range of different MRI applications.
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1 |  INTRODUCTION

MRI experiments are often designed to provide information 
about a specific spatial region of interest (ROI) inside the 
body. However, instead of only acquiring data and recon-
structing images corresponding to the ROI, typical MRI 
acquisitions often reconstruct much larger spatial regions, 
including regions that can be uninteresting for the target ap-
plication. Illustrations of this are shown in Figure 1.

These uninteresting spatial regions are often encoded and 
reconstructed purely out of the desire to avoid artifacts. A con-
ventional MR receiver coil does not discriminate between inter-
esting and uninteresting spatial regions, and will simply detect 
signal from all of the excited magnetization within the sensi-
tive region of the coil. Uninteresting magnetization that has 
been excited cannot simply be ignored. If it is not adequately 
spatially encoded and reconstructed, signal from uninteresting 
regions can leak or alias into other spatial regions, potentially 
contaminating the reconstruction of the desired ROI.

Encoding and reconstructing uninteresting image regions 
can be inefficient and burdensome for data acquisition. For 
example, standard MRI sampling theory1 dictates that re-
constructing a larger field- of- view (FOV) necessitates in-
creased k- space sampling density requirements. Conversely, 
it is also well- understood that spatial encoding requirements 
and image reconstruction complexity can be substantially 
reduced if the received signal only originates from a small 
spatially localized ROI.2- 4

Because of these issues, substantial effort has been spent 
within the MR community to avoid signal from uninteresting 
spatial regions in order to simplify other aspects of the ex-
periment. Examples include the development of methods that 
only produce a consistent homogeneous B0 main magnetic 
field at a single spatial point within the object5,6; the use of 

localized surface coils that are designed to focus on a specific 
spatial ROI7,8; the development of spatially- selective radiof-
requency excitation methods that only excite magnetization 
from a specific ROI, allowing for “zoomed,” “inner volume,” 
“single voxel,” “line scan,” “slice selective,” or “reduced 
field- of- view” imaging9- 17; and outer volume suppression 
methods designed to saturate the signal from uninteresting 
spatial regions.9,18- 21

In this work, we introduce a novel approach to suppress-
ing the signal from uninteresting spatial regions that is dis-
tinct from and complementary to previous methods. Rather 
than modifying the receiver hardware or the acquisition pulse 
sequence as in previous approaches, we instead identify sim-
ple linear combinations of the sensor- domain data obtained 
from an array of receiver coils that optimally suppress the 
unwanted signal. These linear combinations are designed to 
produce region- optimized virtual (ROVir) coils that simulta-
neously maximize the signal energy observed from interest-
ing spatial regions and minimize the signal energy observed 
from undesired spatial regions. Importantly, these operations 
can be applied in the sensor domain (ie, to the raw multi-
channel k- space data prior to image reconstruction), which 
enables reduced k- space data sampling requirements and 
simplified image reconstruction. Moreover, our approach for 
generating ROVir coils is relatively simple, requiring only 
the specification of interesting and uninteresting spatial re-
gions and the computation of a small generalized eigenvalue 
decomposition. The ROVir approach is also optimal with re-
spect to an intuitive signal- to- interference ratio (SIR) metric. 
We will delay presenting a formal definition of SIR until the 
Theory section (after establishing the necessary mathemati-
cal notation), but as the name implies, it represents the ratio 
between signal energy from the spatial region of interest and 
the interference energy from unwanted signal regions.

F I G U R E  1  Illustration of applications where the ROI (marked in green) can be much smaller than the full FOV. In functional MRI of the 
visual cortex, we may only care about the signal from the visual cortex itself, but not the signal from other parts of the brain. In speech imaging, we 
may only care about the signal from the vocal tract, but not the signal from the brain, scalp, neck, or torso. In cardiac imaging, we may only care 
about the MRI signal from the heart, but not the signal from other parts of the body. In MR spectroscopic imaging (MRSI), we may only care about 
the signal from brain parenchyma, but not the signal from extracranial lipids
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The concept of virtual coils was introduced many years 
ago for multichannel MRI. The basic principle is that, instead 
of working directly with the data from the original coils, it 
can be beneficial to synthesize virtual coils as simple linear 
combinations of the data from the original coils. This idea 
has been used successfully for a number of different pur-
poses, including to eliminate inter- channel noise correla-
tion,22 to compress a large number of original real coils into a 
smaller number of virtual coils without loss of substantial in-
formation content,23- 27 and to simplify the use of k- space con-
jugate symmetry relationships in image reconstruction.28,29 
Although one of the previous approaches23 tailors the design 
of virtual coils with respect to an ROI for coil- compression 
purposes, none of them attempt to suppress the signal from 
uninteresting spatial regions in the same way as ROVir.

The ROVir approach is based on classical spatial beam-
forming principles from sensor array signal processing,30,31 
which were originally introduced more than a half- century 
ago to maximize signals of interest and minimize interfering 
signals, with applications in radar, sonar, seismology, astron-
omy, ultrasonics, electroencephalography, magnetoenceph-
alography, and other scenarios where data is acquired with 
a sensor array. Although MRI receiver arrays fit naturally 
within the broader class of sensor array acquisitions, to the 
best of our knowledge, these kinds of spatial beamforming 
principles have not been previously applied in the sensor do-
main (as in ROVir). However, it should be noted that spatial 
beamforming principles form the foundation of several pop-
ular existing methods for the voxelwise (spatially varying) 
image- domain combination of previously reconstructed mul-
tichannel images,32- 38 which in some cases where designed 
to suppress artifacts from unwanted spatial regions.34- 36,38 
Note that, unlike ROVir’s spatially invariant sensor- domain 
beamforming, spatially varying image- domain beamforming 
is generally an image postprocessing technique that cannot be 
applied directly to raw multichannel k- space data to facilitate 
the image reconstruction process.

Coil selection methods are an alternative to the use of vir-
tual coils, and proceed by directly discarding channels from 
the original array that have too little desired signal or too 
much unwanted signal.39,40 Coil selection is a sensor- domain 
approach similar to ROVir, although ROVir’s use of optimal 
virtual coils/beamforming endows it with greater flexibil-
ity and better SIR than could generally be achieved by coil 
selection.

We believe that the ROVir concept may be useful across a 
wide range of different application domains, and later parts of 
this paper will show illustrations pertaining to several differ-
ent scenarios. However, as this is intended to be a largely con-
ceptual/theoretical paper, these illustrations are only meant 
to demonstrate the broad potential of ROVir, and are not in-
tended to represent thorough evaluations of each case. We 
anticipate that each individual scenario will deserve deeper 

followup investigations to fully establish the performance 
differences and potential synergies between ROVir and other 
spatial localization/suppression techniques. Importantly, we 
do not envision ROVir as a full replacement for other meth-
ods, but rather as an additional useful tool that can be used in 
combination with other techniques to better achieve experi-
mental imaging objectives.

During the preparation of this work, we became aware of 
a preliminary method reported by Cauley et al at a recent 
conference41 that, like ROVir, aims to generate virtual coils 
that suppress information from undesired spatial regions. 
Although this alternative approach can also be effective, the 
virtual coils produced by this method will not achieve the 
SIR- optimality of ROVir and the optimization formulation is 
quite different. We believe that this alternative preliminary 
method is not competitive with ROVir, and the remainder of 
this paper presents ROVir without further discussion of the 
other approach.

2 |  THEORY

2.1 | Beamforming and virtual coils

For simplicity and without loss of generality, we will de-
scribe ROVir in the context of the standard sensitivity- 
encoded (SENSE) Fourier imaging model,42 although the 
same principles also generalize naturally to non- Fourier 
models (including field inhomogeneity, relaxation, nonlinear 
gradient fields, etc.) of multichannel data acquisition. Under 
this model, the k- space data measured from the �th coil at  
k- space location k is given by

for � = 1,…, Nc, where f(x) represents the complex- valued 
MR image as a function of the spatial position x, s

�
(x) is the 

complex- valued spatial sensitivity profile of the �th receiver 
coil, Nc is the total number of coils in the receiver array, and 
n
�

(k) represents the thermal measurement noise associated 
with the �th receiver coil. We will further assume that the data 
has already been whitened,22 such that the intercoil noise cova-
riance matrix Ψ is simply the Nc × Nc identity matrix and all 
noise samples can be modeled as independent and identically 
distributed zero- mean complex Gaussian random variables.

For this paper, the main concern with Equation (1) is that 
the measured data may contain information from the sensi-
tivity weighted image arising from spatial locations x that are 
outside the ROI. This is problematic because the signal from 
these spatial locations may interfere with data acquisition and 
image reconstruction for the spatial regions we actually care 
about. As a result, the measured data samples d

�
(k) from 

(1)d
𝓁
(k)=∫ s

𝓁
(x)f(x)e−i2�k⋅xdx+n

𝓁
(k)
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each coil can be represented as a mixture of useful signal 
from the ROI together with unwanted signal from other spa-
tial locations (“interference”).

The main idea of beamforming is that, instead of work-
ing directly with the data from the original coils, we can in-
stead work with data from virtual coils obtained from linear 
combinations of the original coils, where the linear combi-
nation weights are designed in an optimal way to maximize 
signal and minimize interference.30,31 Consider the scenario 
in which the k- space data d

�
(k) from a set of Nc original 

coils are linearly transformed into data from a set of Nv vir-
tual coils according to

for j = 1,…, Nv, where vj (k ) is the k- space data for the jth vir-
tual coil and the complex- valued scalars {w

�j } are the linear 
combination weights. By inserting Equation (2) into Equation 
(1) and rearranging terms, it is straightforward to show that 
these new virtual coils obey a sensitivity- weighted Fourier en-
coding model that is identical to Equation (1), except with dif-
ferent sensitivity profiles and noise values. In particular,

with

and

for each virtual coil j. Importantly, an appropriate choice of 
the weighting coefficients {w

�j } allows the sensitivity profiles 
s̃j (x) of the virtual array to be steered towards spatial locations 
within the ROI and away from unwanted spatial locations. An 
illustration of what can be achieved with this kind of steering 
is presented in Supporting Information Video S1, which shows 
ROVir results obtained from sweeping a circular- shaped ROI 
(ie, everything interior to the green circle) through the FOV 
for a 32- channel brain MRI dataset. As can be seen, the ROVir 
procedure effectively puts a spotlight on the ROI (marked in 
green), while suppressing unwanted signal from outside the 
ROI (ie, everything in the region marked in red).

It should be noted that while the sensitivity- based analysis 
above provides insight into the theoretical principles of ROVir, 
the ROVir framework described below does not actually re-
quire knowledge of the sensitivity profiles s

�
(x) or s̃j (x).

2.2 | Formulation of ROVir

For ROVir, we choose the {w
�j } coefficients to maximize an 

SIR metric, which is defined as the ratio between the signal 
energy from the spatial region of interest and the interference 
energy from unwanted spatial regions. In particular, we use 
Ω to denote the spatial ROI. We can then define the total 
k- space signal energy in the jth virtual coil arising from the 
ROI using Parseval’s theorem as

where wj ∈ ℂ
Nc is the vector of weighting coefficients {w

�j } for 
� = 1,…, Nc, g� (x) ≜ s

�
(x) f (x) is the sensitivity weighted 

image for the �th coil, and the matrix A ∈ ℂ
Nc ×Nc is defined as

with

The A matrix can be interpreted as the inter- coil signal correla-
tion matrix corresponding to the spatial region Ω.

Similarly, using Γ to denote the spatial region containing 
unwanted information, we define the interference energy in 
the jth virtual coil arising from these unwanted spatial re-
gions as

where the matrix B ∈ ℂ
Nc ×Nc is defined as

As above, the B matrix can be interpreted as the inter- coil signal 
correlation matrix corresponding to the spatial region Γ.

Having defined both signal and interference, we can then 
define the SIR for the jth virtual coil as the ratio between the 
two

(2)vj(k)=

Nc∑

� = 1

w
�jd�

(k),

(3)vj(k)=∫ s̃j(x)f(x)e−i2�k⋅xdx+ ñj(k),

(4)s̃j(x)=

Nc∑

� = 1

w
�js�(x)

(5)ñj(k)=

Nc∑

� = 1

w
�jn�(k)

(6)

S(wj) ≜�
x∈Ω

|||s̃j(x)f(x)
|||
2

dx

=�
x∈Ω

||||||

Nc∑

� = 1

w
�jg�

(x)

||||||

2

dx

=w
H
j

Awj,

(7)A=∫Ωg(x)Hg(x)dx,

(8)g(x)∈ℂ
1×Nc ≜ [

g1(x) ⋯ gNc
(x)

]
.

(9)
I(wj) ≜�

x∈Γ

|||s̃j(x)f(x)
|||
2

dx

=w
H
j

Bwj,

(10)B=∫Γg(x)Hg(x)dx.

(11)SIR(wj)≜
wH

j
Awj

wH
j

Bwj

.
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ROVir coils are obtained by finding weight vectors wj that max-
imize this SIR criterion, thereby ensuring that the signal from 
the ROI is maximized while the interference is minimized.

Before describing the optimization of Equation (11), it is 
worth noting that an interesting relationship between this SIR 
criterion and optimality criteria have been previously used to 
construct virtual coils for the purpose of coil- compression.23- 27 
In particular, many of the previous coil- compression methods 
have used singular value decomposition (SVD)/principal com-
ponent analysis (PCA) to choose weight vectors that maximize 
the total amount of observed signal energy from the receiver 
array, without worrying about minimizing interference energy. 
In particular, it can be shown that the ROI- based version23 of 
optimal SVD/PCA coil- compression technique is equivalent to 
finding weight vectors that maximize

As can be seen, the ROVir approach reduces to the standard 
SVD/PCA coil- compression approach when the B matrix is 
chosen as the identity matrix. Note also that if the interference 
region Γ contains only whitened Gaussian noise, then the B 
matrix will be an empirical coil covariance matrix that is well- 
approximated by the identity matrix, and ROVir will behave 
similarly to the SVD/PCA approach.

2.3 | Solving for optimal ROVir weights

Simple methods for choosing coil- combination weights that 
maximize the SIR from Equation (11) are known from the 
beamforming literature.30,31 In particular, Equation (11) has 
the form of a generalized Rayleigh quotient, and optimal 
weight vectors for this kind of optimization problem can be 
obtained using a simple generalized eigendecomposition.

Assume that A and B are both positive- semidefinite 
Hermitian- symmetric matrices, and that B has full rank. Then 
it can be shown43 that there exists a set of Nc real- valued pos-
itive generalized eigenvalues �i and a corresponding linearly 
independent set of generalized eigenvectors wi, i = 1,…, Nc,  
that satisfy

These generalized eigenvalues and eigenvectors are easily 
computed using standard eigenvalue solvers,44 and a general-
ized eigenvector for the pair of matrices A and B must also be 
a standard eigenvector for the single matrix B−1A. Notably, 
these generalized eigenvectors are not usually orthogonal (as 
was the case when applying SVD/PCA), which can have the 

consequence of introducing noise correlation between the re-
sulting virtual channels as described below. Instead, the gen-
eralized eigenvectors are “B- orthogonal” in the sense that 
wH

j
Bwi = 0 whenever i ≠ j.
Furthermore, if the eigenvalues are ordered such that 

𝜆1 ≥ 𝜆2 ≥⋯ ≥ 𝜆Nc
> 0, then it is known that the first eigen-

vector w1 maximizes the SIR criterion from Equation (11) 
while the bottom eigenvector wNc

 minimizes the SIR.30,31 
Further, it can be shown that projecting the data onto the 
 Nv  - dimensional subspace spanned by the top- Nv generalized 
eigenvectors w1,…, wNv

 is optimal in the sense that it maxi-
mizes the ratio between the retained signal energy and the re-
tained interference energy among all possible Nv- dimensional 
subspace projections.45

This leads to a simple recipe for choosing the {w
�j } coef-

ficients needed to form optimal ROVir coils: 

1. Form matrices A and B corresponding to Equations (7) 
and (10).

2. Compute the generalized eigenvalue decomposition for 
matrices A and B, and order the generalized eigenval-
ues and eigenvectors such that 𝜆1 ≥ 𝜆2 ≥⋯ ≥ 𝜆Nc

> 0. 
The eigenvectors associated with distinct eigenvalues are 
unique up to scaling ambiguities, and it is convenient to 
work with unit- normalized versions of the eigenvectors 
such that ‖wj‖2 = 1 for each j = 1,…, Nc.

3. (Optional) The weight vectors wi and wj obtained from 
the generalized eigenvalue decomposition are unlikely 
to be orthogonal unless B happens to be a diagonal ma-
trix. This means that there may be nonzero noise corre-
lation between the different virtual coils, since the noise 
correlation between virtual channel i and virtual channel 
j will be equal to wH

j
Ψwi = wH

j
wi. If noise- whitened vir-

tual channels are desired, such whitening can be achieved 
by applying a simple Gram- Schmidt orthonormalization 
procedure44 to the top- Nv generalized eigenvectors. Note 
that this orthonormalization procedure does not change 
the subspace spanned by the top- Nv generalized eigenvec-
tors, and therefore does not change the optimality charac-
teristics of the remaining steps. If this orthogonalization 
step is not utilized, then achieving optimal image SNR 
will generally require this new source of noise correlation 
to be properly accounted for if coil combination and/or 
multichannel image reconstruction steps are subsequently 
applied to ROVir data.22,32,46

4. Use the top- Nv generalized eigenvectors wj for j = 1,…, Nv 
(or their orthonormalized versions), to define the linear 
combination weights according to w

�j = [wj]�.
5. Form virtual coil data following Equation (2).

A representative implementation of the basic ROVir frame-
work is illustrated in Figure 2.

(12)SNR(wj)≜
wH

j
Awj

wH
j

wj

.

(13)Awi =�iBwi.



202 |   KIM et al.

All of the ROVir steps are straightforward, except perhaps 
for forming the A and B matrices in the first step. The poten-
tial challenge in forming these matrices is that (1) it appears 
that prior knowledge of each of the individual sensitivity- 
weighted coil images g

�
(x) must be available and (2) it is 

necessary to integrate continuous- valued images. However, 
both of these potential challenges are easily overcome. The 
first issue can be solved by forming images from prescan/
calibration data, and computing the optimal coil combination 
weights with respect to those images. The acquisition of pres-
can/calibration data is a standard part of most MRI protocols 
and should not be burdensome, and the ROVir coils obtained 
from such data should still have excellent SIR characteristics 
for any subsequent datasets as long as the relative spatial dis-
tribution of image energy is not substantially changed. The 
second potential challenge is also easily solved, noting that 
the integrals in Equations (7) and (10) are easily approxi-
mated with discrete sums over reconstructed voxels that fall 
within Ω (for Equation 7) or Γ (for Equation 10).

Although the ROVir procedure is robust in all of the prac-
tical situations that we have tried, we should note that the 
generalized eigendecomposition procedure can be unstable if 
the matrix B is either rank- deficient or approximately rank 
deficient. In principle, this kind of problem could happen 
if the spatial region Γ is too small (ie, fewer than Nc voxels 
were used in the construction of the matrix B) or if the sen-
sitivity maps do not have significant spatial variations within 
the region Γ. A standard mitigation approach is to use simple 
regularization of B to ensure it has full numerical rank, that 
is, replacing B with B + �I, where I is the Nc × Nc identity 
matrix and � is a small positive constant.

2.4 | Coil compression and automatic 
choice of N

v

In order to suppress the unwanted signal from the spatial 
region Γ, it is necessary to choose Nv < Nc, which has the 
practical effect of discarding those virtual coils with the 
lowest SIR while retaining the virtual coils with the high-
est SIR. As a result, ROVir should not only be viewed as a 
signal- suppression method, but it can also be viewed as a coil 
compression method. Coil compression methods map a high- 
dimensional coil array into a much lower dimensional coil 
array, resulting in substantial reductions in memory require-
ments and computational complexity for downstream image 
reconstruction.

Most coil- compression approaches attempt to maximize 
the signal energy that is present in the top- Nv virtual coils 
without considering interference, which is distinct from 
ROVir’s approach of maximizing the SIR of the top- Nv vir-
tual coils. As a result, ROVir is theoretically guaranteed to 
be no better (and likely slightly worse) at preserving signal 
energy than traditional coil- compression methods, though 
is also theoretically guaranteed to have no worse (and likely 
much better) interference suppression characteristics.

One of the nice features of the ROVir approach is that the 
number of virtual channels Nv does not need to be a user- 
selected parameter, and instead can be chosen automatically 
based on the quantitative signal and interference characteris-
tics of each channel. In particular, given a weight vector wj, it 
is straightforward to evaluate the signal and interference com-
ponents for the corresponding ROVir coil using Equations (7) 
and (10), and it is thus also straightforward to simply choose 

F I G U R E  2  Representative illustration of ROVir. Starting from an original set of coils and labeled signal and interference regions, the ROVir 
approach forms region- specific intercoil correlation matrices A and B, which are used to compute coil combination weights w

�j that optimize the 
signal- to- interference ratio through a generalized eigendecomposition procedure. The ROVir coils that result from using these combination weights 
have excellent separation between the signal and interference regions, and are also highly effective at compressing the high- dimensional coil array 
into a much smaller number of relevant coils
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Nv by only retaining the virtual coils that have sufficiently 
high signal and sufficiently low interference components. 
The examples shown later in this paper use different meth-
ods for automatically selecting Nv based on several differ-
ent application- dependent considerations (eg, depending on 
whether it is more important to maximize signal or to mini-
mize interference in the given application).

3 |  METHODS

To evaluate the characteristics of ROVir, we applied the ap-
proach to several different datasets representing several dif-
ferent imaging applications, including reduced- FOV brain 
imaging, reduced- FOV speech imaging, reduced- FOV cardiac 
imaging, and outer- volume suppression in the brain. All in vivo 
datasets were acquired under IRB- approved written informed 
consent. Because the scenarios and datasets we use are all dif-
ferent and largely independent of each other, to improve the 
readability and flow of our article, we will describe the details 
of each scenario sequentially within the Results section itself.

In all cases, the performance of ROVir was evaluated 
both qualitatively and quantitatively. Qualitatively, we show 
visualizations of the images obtained using ROVir. When 
displaying coil- combined images, we properly account for 
noise correlation by utilizing the previously described Gram- 
Schmidt orthogonalization procedure. Quantitatively, we 
used Equation (11) to measure the SIR of each virtual coil, 
and also used Equations (7) and (10) to separately quantify 
the signal energy and interference energy present in each vir-
tual coil. We also quantified the percentage of retained ROI 
signal and the percentage of retained interference obtained 
after projecting the original data into the subspace corre-
sponding to the top- Nv ROVir coils. Specifically, assuming 
that the collection of Nv weight vectors wj has been ortho-
normalized and that a matrix W ∈ ℂ

Nc ×Nv is formed from the 
eigenvectors such that the jth column of W is equal to wj, then 
WWH ∈ ℂ

Nc ×Nc is the unique orthogonal projection matrix 
for the span of the top- Nv virtual coil combination weights.47 
As a result, the percentage of retained ROI signal can be 
computed as

and the percentage of retained interference can be computed as

We have used ‖ ⋅‖F to denote the Frobenius norm in these ex-
pressions, which is the standard/natural choice for measuring 
matrix energy.

Since ROVir can also be viewed as a coil- compression 
technique in addition to an SIR- maximization technique, we 
also performed a quantitative comparison between ROVir 
and 2 popular SVD- based coil- compression techniques.23,24 
The method we label as “ROI- SVD” is based on maximizing 
signal energy in the ROI using Equation (12), using the same 
ROI Ω that is used for ROVir. The method we label simply 
as “SVD” is also based on maximizing signal using Equation 
(12), but focuses on maximizing signal energy across the en-
tire FOV without focusing narrowly on the ROI. This can be 
achieved by modifying the ROI Ω so that it equals the entire 
FOV.

4 |  RESULTS

4.1 | Quantitative evaluations and 
performance comparisons

In this subsection, we perform a detailed/systematic quantita-
tive evaluation of ROVir with comparisons against the SVD 
and ROI- SVD coil- compression approaches for a 2D sagit-
tal brain imaging scenario, with real in vivo T1- weighted 
data acquired using a 32- channel array on a 3 T scanner. 
We consider a situation where we are interested in the signal 
from the brain, but not in the signal originating from other 
parts of the head, neck, or torso. As shown in the left side of  
Figure 3, the original coils have substantial sensitivity be-
yond just the brain.

Suppressing the unwanted signal from the head, neck, and 
torso could be beneficial in certain application scenarios. Not 
only could this enable the use of a smaller FOV without in-
curring aliasing artifacts, but it could also be useful for reduc-
ing gradient nonlinearity artifacts that could arise if one of 
the uninteresting parts of the image (eg, the torso) is far away 
from isocenter. To accomplish this goal, we defined a signal 
region Ω and an interference region Γ as also shown in the left 
side of Figure 3. While we could have designed the Ω and Γ 
regions to be immediately adjacent to one another, we instead 
decided to place a small gap between them. This gap serves 
the same purpose as a “transition band” in digital filter design 
and radiofrequency pulse design,48,49 and allows for better 
signal retention in the “passband” (ie, Ω) and better interfer-
ence suppression in the “stopband” (ie, Γ). In particular, since 
Maxwell’s equations generally result in coil sensitivity maps 
that are spatially smooth, it is difficult to sharply switch be-
tween retaining one region and suppressing an immediately 
adjacent region, and overall performance can be substantially 
better if the transition is allowed to be more gradual.

Figure 4 shows the original set of 32 coils, as well as the 
full sets of 32 virtual coils obtained using SVD, ROI- SVD, 
and ROVir. As should be expected from previous literature, 
the SVD approach effectively compacts as much energy as 

(14)‖WWHAWWH‖F

‖A‖F

×100%

(15)‖WWHBWWH‖F

‖B‖F

×100%.
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possible from the full FOV into the first few virtual coils, 
causing the last few virtual coils to have very little information 
content. This allows for easy coil- compression by keeping the 
top- Nv virtual coils and discarding the remainder, although is 
not effective in suppressing interference— the first few SVD 
virtual coils still contain a substantial amount of energy from 
the neck and torso. As should also be expected from previous 
literature, the ROI- SVD virtual coils have slightly better char-
acteristics than the SVD virtual coils within the ROI. Instead 
of compacting energy from the full FOV into the leading vir-
tual coils, the ROI- SVD approach instead only compacts the 
energy from the ROI Ω into the first few virtual coils, without 

caring about what happens outside the ROI. As a result, the 
first few ROI- SVD virtual coils retain more ROI signal than 
the SVD virtual coils. However, there is still no attempt to 
suppress interference or separate signal from interference, 
and the first few ROI- SVD virtual channels can still contain a 
substantial amount of interference. In contrast to both of these 
approaches, ROVir effectively compacts as much energy as 
possible from the ROI signal into the first few virtual coils 
while also compacting as much energy as possible from the 
interference region into the last few virtual coils. The middle 
virtual coils in between these 2 extremes contain relatively 
little energy from either the ROI signal or the interference.

F I G U R E  3  The leftmost image shows a sagittal T1- weighted brain image obtained by applying root- sum- of- squares coil combination to an 
original 32- channel dataset. The ROI signal that was used in this case (corresponding to the brain) is marked in green, while the “interference” 
region is marked in red. The remaining 3 images show the results of combining a much smaller number of virtual coils obtained by SVD, ROI- 
SVD, and ROVir, respectively. The number of virtual channels Nv was determined automatically, based on the desire to retain at least 95% of the 
signal from the ROI

F I G U R E  4  The individual coil images corresponding to the 32- channel brain imaging scenario from Figure 3. We show the original coils as 
well as the virtual coils obtained using SVD, ROI- SVD, and ROVir. For each set of virtual coils, the coils are shown in order from left to right and 
top to bottom
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As shown in Figure 5 (and as should be expected from 
theory), the first few ROI- SVD virtual coils maximize the 
amount of signal from the ROI, although we also observe that 
the difference between the amount of ROI signal between the 
first few ROI- SVD virtual coils and the first few ROVir coils 
is relatively small. Importantly (and as also should be ex-
pected from theory), the first few ROVir coils have substan-
tially better SIR values and substantially lower interference 
levels than the other 2 approaches.

In order to take advantage of the interference- suppression 
capabilities of ROVir, it is necessary to only keep the first 
few virtual coils, while discarding the rest. There are different 
strategies that could be used for this. One approach could be 
to set the number of virtual channels Nv as the smallest num-
ber such that the percentage of retained signal is no smaller 
than a given tolerance. For example, if we decide that we 
want to make sure that at least 95% of the ROI signal is re-
tained, we can use Figure 5 to automatically determine that 
we should use Nv = 6 for ROVir, Nv = 5 for SVD, and Nv = 4 
for ROI- SVD. Using these Nv parameters leads to the coil- 
combined root- sum- of- squares images shown on the right 
side of Figure 3. It is both visually and quantitatively obvious 
that ROVir retains substantially less interference (1.9%) than 
either SVD (98.0%) or ROI- SVD (4.0%), while by design, all 
3 approaches have a similar amount of retained ROI signal 
(SVD: 98.1%; ROI- SVD: 98.3%; ROVir: 96.2%).

The previous approach to selecting Nv prioritizes signal 
retention, but other approaches could also be applied if SIR 
or interference suppression were higher priorities. For ex-
ample, a rule that prioritizes SIR might keep those virtual 
coils that have an SIR value that is larger than a given toler-
ance, for example, keep only those virtual coils with SIR > 2. 
This choice would lead to Nv = 13 for ROVir (retained ROI 
signal = 98.1%; retained interference = 3.2%), Nv = 10 for 
SVD (retained ROI signal = 94.9%; retained interference =  
45.6%), and Nv = 9 for ROI- SVD (retained ROI signal = 
99.98%; retained interference = 8.8%). As another example, 
a rule that prioritizes interference suppression might choose 
Nv as the largest number such that the percentage of retained 
interference is no larger than a given tolerance, eg, choose 
Nv under the constraint that the retained interference is <3%, 
which would lead to Nv = 11 for ROVir (retained ROI signal =  
97.5%; retained interference = 2.9%), Nv = 1 for SVD (re-
tained ROI signal = 70.8%; retained interference = 2.6%), 
and Nv = 2 for ROI- SVD (retained ROI signal = 82.2%; 
retained interference = 2.4%). In all of these cases, ROVir 
demonstrates either substantially less interference for a simi-
lar amount of retained ROI signal or substantially more ROI 
signal for a similar amount of interference.

It should be noted that the plots shown in Figure 5 only 
describe a spatially averaged summary of the retained ROI 
signal and interference characteristics, but do not provide 

F I G U R E  5  Plots of the signal and interference characteristics of SVD, ROI- SVD, and ROVir. A, Plots of the ROI signal (calculated using 
Equation 7). B, Plots of the interference (calculated using Equation 10). C, Plots of the SIR (calculated using Equation 11). D, Plots of the 
percentage of retained ROI signal (calculated using Equation 14). E, Plots of the percentage of retained interference (calculated using Equation 15). 
The relative signal and interference to the combination of the original 32- channel array as a function of the total number of coils to be combined. 
For the calculation, images in SNR units were used
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information about their spatial distributions. To gain better 
insights into spatially varying and Nv- dependent character-
istics, Figure 6 shows images of the relative image intensity 
(computed voxelwise, and shown as a percentage of the in-
tensity that would be obtained using the full set of 32 coils) 
in the root- sum- of- squares images after projecting the data 
onto the subspace spanned by the top- Nv virtual coils. These 
results show that the ROVir virtual coils can retain nearly 
100% of the original ROI signal for most voxels within the 
ROI, while simultaneously very- substantially suppressing 
interference from all parts of the interference region. One no-
table limitation of ROVir relative to ROI- SVD is that ROVir 
appears to have attenuated the ROI signal near the transition 
band slightly more than ROI- SVD. However, this may be 
seen as a reasonable compromise given ROVir’s greatly su-
perior capabilities for suppressing interference.

The results shown above were based on computing coil 
combination weights from high- quality calibration data. For 
practical applications, it may be worthwhile to understand 
how sensitive ROVir is to the quality of the calibration data. 
Supporting Information Figure S1 shows results obtained 
when computing coil combination weights from calibration 
images obtained with different resolutions, using the same 
data and ROIs as in Figure 3. In all cases, the spatial resolu-
tion of the original calibration data was reduced by zeroing- out 
high- frequency k- space information and applying a Hamming 

window to minimize Gibbs ringing. The results show that while 
there are relatively major changes in the visual appearance of 
the calibration images, the characteristics of the ROVir are rel-
atively consistent, with the biggest differences appearing near 
the transition region (ie, with progressive reduction in the re-
tained signal energy from the brain stem and cerebellum as the 
spatial resolution of the calibration data worsens).

While the previous results explored the basic interference- 
suppression characteristics of ROVir with some amount of 
depth, the following sections are designed to more- quickly 
illustrate some of the potential uses of ROVir for a variety of 
different imaging applications.

4.2 | Applications to reduced FOV 
brain and vocal tract imaging

One potential application of ROVir could be to reduce the 
size of the image support, enabling the use of a smaller FOV. 
For example, Figure 7 shows a non- Cartesian imaging sce-
nario where the same 32- channel sagittal brain dataset from 
the previous example is used to simulate spiral k- space data 
with a trajectory designed for a small FOV. Although the 
Nyquist criterion might be satisfied for an image with small 
spatial support, the data is effectively undersampled for the 
actual image in this case.

F I G U R E  6  Images showing the spatial distribution of the image intensity (computed voxelwise, and shown as a percentage of the intensity 
that would be obtained using the full set of 32 coils) that is retained in root- sum- of- squares coil- combined images after projecting the original data 
onto the subspace spanned by the top- Nv virtual coils for SVD, ROI- SVD, and ROVir
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As can be seen, if standard gridding- based reconstruc-
tion50 is applied to the original set of 32 coils and coil- 
combined using root- sum- of- squares, severe aliasing artifacts 
occur that contaminate most of the image. However, if pres-
can data were used to learn appropriate ROVir combination 
weights that suppress all signal except for that within a much 
smaller ROI, then these same combination weights can be 
directly applied to the undersampled spiral k- space data (or, 
equivalently, to the multichannel aliased images obtained 
after gridding reconstruction) to reduce the effective support 
of the image post facto, thereby avoiding the problematic 
aliasing artifacts.

This is illustrated for 3 different ROIs in Figure 7: a 
frontal- lobe brain ROI, an occipital- lobe brain ROI, and 
a vocal tract ROI. In each case, we chose the Nv parameter 
of ROVir automatically based on an SIR criterion, keeping 

all channels with SIR>1. This led to Nv = 6 for the frontal 
lobe (with 95.3% retained signal but only 1.4% retained in-
terference), Nv = 7 for the occipital lobe (with 96.7% retained 
signal but only 2.8% retained interference), and Nv = 2 for 
the vocal tract (with 56.0% retained signal but only 0.8% re-
tained interference). In each of the different cases, the use of 
ROVir allows for a clear, aliasing- free depiction of the ROI. 
Importantly, all of these different results were obtained from 
the same initial set of undersampled spiral k- space data, and 
we could have easily used the beam- steering capabilities of 
ROVir (as was illustrated in Supporting Information Video 
S1) to target arbitrary other ROIs if so desired.

In effect, using ROVir in this way can be viewed as a virtual- 
coil based version of the parallel imaging with localized sensi-
tivities (PILS) technique.4 In PILS, a specially designed receiver 
array is utilized where the coil elements have localized and 

F I G U R E  7  Application of ROVir to 
reduce the size of the FOV in non- Cartesian 
sagittal brain imaging, which enables highly 
effective mitigation of aliasing artifacts 
when using a spiral k- space trajectory 
designed for a smaller FOV. The signal 
ROIs are marked in green, while the 
interference regions are marked in red
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non- overlapping sensitivities. In contrast, instead of relying on 
specialized hardware design, we instead use the beam- steering 
capabilities of ROVir to construct virtual localized sensitivities 
from an original set of potentially overlapping sensitivities. And 
unlike PILS, the ROVir coils do not have to be fixed prior to the 
experiment, they can instead be steered on- the- fly in real- time 
to meet the needs of the application, or even modified in post- 
processing long after the subject has left the scanner.

Similar to PILS, the ROVir approach can greatly sim-
plify image reconstruction compared to traditional parallel 
imaging reconstruction methods, since image reconstruc-
tion can be performed using simple Fourier reconstruction 
techniques. This is quite different from more sophisticated 
reconstruction methods that must attempt to correct aliasing 
artifacts, potentially resulting in spatially varying noise am-
plification. In addition, the fact that ROVir frequently uses 
Nv values that are much smaller than Nc can reduce data pro-
cessing and memory requirements even further. Note also 
that, since the ROVir approach still often keeps more than 
1 virtual coil, ROVir does not have to be used exclusively 
with simple Fourier reconstruction techniques, and can also 
be potentially used in combination with parallel imaging and/
or other advanced reconstruction techniques to enable even 
further experimental accelerations.

One of the other important observations we can take 
from this example is that the performance of ROVir varied 
considerably from the brain ROIs (where the retained signal 
was >95%) compared to the vocal tract ROI, where the re-
tained signal was only slightly above 50% for a similar level 
of interference suppression. This difference in performance 
is highly related to the array geometry, since the soccerball- 
style headcoil that was used in this experiment was designed 
primarily for brain imaging and had fewer coil elements in 
close proximity to the mouth.51 This highlights the fact that 
the performance of ROVir will be highly dependent on both 
the characteristics of the signal ROI and interference region, 
as well as the geometry of the receiver array.

While the previous case showed sagittal non- Cartesian 
brain imaging with a reduced FOV, the results shown in 
Figure 8 show similar reduced FOV results for axial Cartesian 
brain imaging, with data acquired at 3 T using the same 
32- channel head coil as in the previous case. In this case, 
retrospective uniform 3× undersampling of k- space lines 
along the anterior- posterior axis leads to classical Cartesian 
aliasing artifacts for the original 32- channel data. ROVir 
was designed to retain signal from 4 different rectangular- 
shaped ROIs, which we name as anterior, central- anterior, 
central- posterior, and posterior. In each case, Nv was selected 
automatically based on an SIR criterion, keeping all chan-
nels with SIR > 2. This lead to the following parameters: 
Nv = 4 for the anterior ROI (50.4% retained signal but only 
0.1% retained interference); Nv = 3 for the central- anterior 

ROI (19.7% retained signal but only 0.3% retained interfer-
ence); Nv = 4 for the central- posterior ROI (20.0% retained 
signal but only 0.4% retained interference); and Nv = 6 for the 
posterior ROI (46.4% retained signal but only 0.5% retained 
interference). As can be seen from Figure 8, the use of ROVir 
is quite successful at reducing the effective size of the FOV, 
thereby mitigating aliasing artifacts. However, the quantita-
tive numbers presented above also demonstrate that ROVir 
had better performance (ie, better ROI signal retention) for 
the anterior and posterior ROIs than it did for the more cen-
tralized ROIs, which is again a reflection of the geometric 
characteristics of the receiver array, since the soccerball- style 
coil elements generally have more sensitivity to the periphery 
than to deeper parts of the brain.

4.3 | Applications to reduced FOV 
cardiac imaging

ROVir concepts can also be potentially powerful for non- 
brain applications, and Figure 9 shows an example applica-
tion to reduced FOV cardiac imaging. Specifically, we show 
data from 2 fully sampled 32- channel CINE acquisitions 
from the 2013 ISMRM Reconstruction challenge (https://
www.ismrm.org/chall enge), including 1 central 4- chamber 
view and 1 mid- papillary short- axis view. In both cases, the 
original FOV is substantially larger than the cardiac region 
that is of primary interest to the application. However, by 
using ROVir to suppress regions that would otherwise cause 
aliasing, it is possible in both cases to achieve uniform under-
sampling (equivalent to assuming a smaller FOV) along the 
phase encoding dimension without incurring the major alias-
ing artifacts that would otherwise occur. We show results for 
the 4- chamber with retrospective 2× undersampling and re-
sults for the short- axis view with retrospective 3× undersam-
pling. In both cases, Nv was selected automatically based on 
an SIR criterion, keeping all channels with SIR > 2. This re-
sulted in Nv = 4 for the 4- chamber view (with 66.9% retained 
signal but only 0.2% retained interference) and Nv = 5 for the 
short- axis view (with 90.6% retained signal but only 0.2% 
retained interference). Although both approaches are suc-
cessful, it should be noted that substantially more signal was 
retained for the short- axis view compared to the 4- chamber 
view, which is again related to the geometric characteristics 
of the receiver array in relation to the ROIs.

4.4 | Application to brain outer volume 
suppression

As a last example of ROVir, we consider a brain imaging 
scenario that is typical of MR spectroscopic imaging (MRSI), 

https://www.ismrm.org/challenge
https://www.ismrm.org/challenge
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F I G U R E  8  Application of ROVir to reduce the size of the FOV in Cartesian axial brain imaging, which enables highly effective mitigation of 
aliasing artifacts when using uniform 3× Cartesian undersampling. The signal ROIs are marked in green, while the interference regions are marked 
in red

F I G U R E  9  Application of ROVir to reduce the size of the FOV and enable undersampling in Cartesian cardiac MRI. The signal ROIs are 
marked in green, while the interference regions are marked in red
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in which we desire to detect signal from brain parenchyma 
but want to avoid potential contamination from strong sig-
nal originating from the scalp (eg, extracranial lipid signals). 
Traditionally, extracranial signal is often avoided by combin-
ing spatially selective excitation methods with outer- volume 
suppression methods. Unfortunately, this process can be im-
perfect, and unsuppressed extracranial signal remains a long-
standing problem.

Figure 10 illustrates the application of ROVir for the sup-
pression of extracranial signal, where the interference regions 
have been designed to mimic outer- volume saturation bands 
that are currently used in MRSI. This result is based on the 
same 32- channel axial brain dataset from Figure 8. As can be 
seen from Figure 10, ROVir does a moderately good job of 
separating the brain parenchyma signal of interest from the 
extracranial interference, despite the fact that the soccerball- 
style array geometry (with every coil element having strong 
sensitivity to the periphery and weaker sensitivity to the 
deeper brain) may not be very well- suited to this task. Various 
trade- offs are possible here between interference suppres-
sion and signal retention, and we show root- sum- of- squares 

images for 2 different extremes: Nv = 2 (with 22.6% retained 
signal but only 0.2% retained interference) and Nv = 28 (with 
79.7% retained signal but only 36.1% retained interference). 
Although neither of these extremes may be good enough to 
allow ROVir to be the sole outer volume suppression method 
in practical MRSI applications, we believe that the use of 
ROVir in combination with traditional outer volume suppres-
sion could potentially represent a substantial improvement 
over just using the traditional methods by themselves. We 
also anticipate that even better ROVir outer volume suppres-
sion performance might be achievable using an alternative 
array geometry.

5 |  DISCUSSION AND 
CONCLUSIONS

This paper described the ROVir framework, which applies 
theoretically optimal beamforming principles to enable the 
suppression of uninteresting spatial regions and retention of 
interesting spatial regions. This is achieved by leveraging 

F I G U R E  1 0  Application of ROVir for outer volume suppression. The signal ROIs are marked in green, while the interference regions are 
marked in red. Plots of the percentage of retained ROI signal (calculated using Equation 14) and the percentage of retained interference (calculated 
using Equation 15) are also shown
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the spatial sensitivity variations inherent to multichannel 
MRI data. The strong potential of ROVir was demonstrated 
in a number of different application scenarios, including 
brain, vocal tract, and cardiac imaging, with proof- of- 
principle results that we believe are quite promising. The 
scope of our presentation was intentionally broad, and we 
anticipate that further more- focused prospective studies 
will be needed to more thoroughly investigate the benefits 
of ROVir in various imaging scenarios. Importantly, 
although the results we have presented have exclusively 
focused on the use of ROVir by itself to demonstrate its 
capabilities and characteristics, it should be noted that 
ROVir is completely compatible with existing hardware- , 
sequence- , and reconstruction- based approaches. We 
believe that the best practical performance will be achieved 
through synergistic combinations of different approaches 
rather than through the exclusive use of ROVir.

Although we believe that ROVir by itself was oftentimes 
surprisingly effective, we also observed that practical perfor-
mance had a strong dependence on the geometric properties 
of the receiver array. As such, this kind of beamforming ap-
proach may have major implications for the optimal design of 
new receiver arrays in the future.

Finally, while this work focused on the application 
of beamforming principles to linearly mix the data from 
multiple coils, it is notable that similar ideas could also 
be applied to optimally linearly mix other kinds of MRI 
data. For example, it may be possible to apply beamform-
ing principles to linearly mix measured k- space data in 
order to perform optimal linear spatial localization (instead 
of relying on classical Fourier reconstruction techniques 
or other specialized linear estimation designs52,53), or to 
apply beamforming principles to linearly mix different 
contrast- encoded images to achieve optimal linear spectral- 
localization of different spectral tissue compartments in 
applications like multicomponent diffusometry and relax-
ometry.54,55 We expect that these will be promising direc-
tions for future research.
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SUPPORTING INFORMATION
Additional Supporting Information may be found online in 
the Supporting Information section.

FIGURE S1 Illustration of the sensitivity of ROVir to the 
quality of the calibration data used to compute the coil com-
bination weights. Each column corresponds to calibration 
data with different spatial resolution. The full- resolution case 
matches the results shown in Figure 3
VIDEO S1 Illustration of using beamforming to steer the 
sensitivity of the virtual array to different spatial positions. 
The video shows ROVir results obtained from seeping a 
circular- shaped ROI (ie, everything interior to the green cir-
cle) through the FOV for a 32- channel brain MRI dataset
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