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Purpose: To develop and evaluate a practical B1
1 correction method for prostate

dynamic contrast-enhanced (DCE) MRI analysis.

Theory: We proposed a simple analytical B1
1 correction method using a Taylor

series approximation to the steady-state spoiled gradient echo signal equation. This
approach only requires B1

1 maps and uncorrected pharmacokinetic (PK) parameters
as input to estimate the corrected PK parameters.

Methods: The proposed method was evaluated using a prostate digital reference
object (DRO), and 82 in vivo prostate DCE-MRI cases. The approximated analytical
correction was compared with the ground truth PK parameters in simulation, and
compared with the reference numerical correction in in vivo experiments, using per-
centage error as the metric.

Results: The prostate DRO results showed that our approximated analytical approach
provided residual error less than 0.4% for both Ktrans and ve, compared to the ground
truth. This noise-free residual error was smaller than the noise-induced error using the
reference numerical correction, which had a minimum error of 2.114.3% with base-
line signal-to-noise ratio of 234.5. For the 82 in vivo cases, Ktrans and ve percentage
error compared to the reference numerical correction method had a mean of 0.1%
(95% central range of [0.0%, 0.2%]) across the prostate volume.

Conclusion: The approximated analytical B1
1 correction method provides compara-

ble results with less than 0.2% error within 95% central range, compared to reference
numerical B1

1 correction. The proposed method is a practical solution for B1
1 correc-

tion in prostate DCE-MRI because of its simple implementation.
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1 | INTRODUCTION

Prostate cancer is one of the leading causes of cancer
deaths for men in the United States.1 Biopsy is one of the
current gold standards for diagnosing prostate cancer; how-
ever, it is invasive and has a relatively low specificity.2

Multiparametric MRI, which includes dynamic contrast-
enhanced MRI (DCE-MRI), is now widely used as a prom-
ising noninvasive technique for diagnosing prostate can-
cer.3-5 Conventional image analyses for DCE-MRI are
typically based on qualitative analyses of signal uptake,
where the subjective evaluation or qualitative analyses are
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limited by interobserver variability and high dependence on
data acquisition.6

Quantitative DCE-MRI has shown great potential in tumor
detection, staging, and treatment response evaluation.7-9 Quan-
titative analysis of DCE-MRI usually requires modeling to
generate contrast concentration curves in the tissue and then
uses pharmacokinetic (PK) analysis to estimate parameters
such as volume transfer constant (Ktrans) and extravascular
extracellular volume fraction (ve).

10 To calculate an accurate
contrast agent concentration curve, precontrast T1 (T10) maps
need to be estimated. A variable flip angle (VFA) method is
commonly used for T10 estimation.11,12 However, the VFA
image acquisition is sensitive to flip angle variation caused by
transmit radiofrequency (B1

1 ) field inhomogeneity.13-15

Increased signal-to-noise ratio (SNR) from 3 Tesla (T) MRI
systems can improve the quantification accuracy, thus becom-
ing preferable for prostate multiparametric MRI.16 However,
B1
1 field inhomogeneity becomes more severe with increased

field strengths (�3.0T).17 If B1
1 field is inhomogeneous, the

spins within excitation can fail to achieve the exact flip angle as
prescribed, thus reducing the accuracy of the quantitative analy-
sis of DCE-MRI. Previous studies have shown an intersubject
B1
1 variation of 32% in the prostate18 at 3T, which can induce

significant errors into the PK estimation. Di Giovanni et al.
showed that the 55% overestimation of flip angle attributed to
B1
1 inhomogeneity could result in up to 66% underestimation

for measured Ktrans and 77% underestimation of ve.
19

Various B1
1 mapping techniques have been developed to

enable B1
1 compensation, including the double-angle

method,20 Block-Siegert,21 actual flip angle imaging,22 and
reference region VFA.23 However, even if B1

1 maps are
available, applying the B1

1 correction to quantitative DCE-
MRI analysis is sometimes difficult because of practical limi-
tations when closed-form software is used. Using B1

1 -cor-
rected flip angles, the B1

1 correction requires a full numerical
reprocessing of the entire DCE-MRI modeling, from signal
intensity to PK parameters. This numerical reprocessing can
be challenging especially when closed-source software is
used for DCE-MRI analysis24 and can be time-consuming
because of the pixel-by-pixel reprocessing. Especially for
clinical or clinical research settings, simple yet efficient B1

1

correction approaches will be highly desirable because
closed-form or commercial software is commonly used.

In this work, we present a simplified and practical
approach that compensates for B1

1 inhomogeneity in quantita-
tive prostate DCE-MRI analysis. Our proposed approximated
analytical approach enables a simple and practical application
of B1

1 correction in quantitative DCE-MRI because it does
not require full access to the entire DCE-MRI analysis and
avoids repeated pixel-by-pixel PK parameter estimation. The
accuracy of the approximated analytical approach was eval-
uated using numerical simulation and prostate-specific digital
reference object (DRO). The approximated analytical

approach was also compared with reference numerical correc-
tion24 on 82 in vivo 3T prostate DCE-MRI cases.

2 | THEORY

2.1 | Quantitative analysis for prostate DCE-
MRI

The radiofrequency-spoiled gradient echo sequence is used to
acquire images for DCE-MRI and to obtain pre-contrast T1

(T10) map. The signal intensity (S) of radiofrequency-spoiled
gradient echo, ignoring T�

2 decay, can be expressed as:

S5M0
sinuð12E1Þ
12E1cosu

(1)

where M0 is the equilibrium magnetization, u is the flip
angle, and E15e2TR=T1 .

VFA with radiofrequency-spoiled gradient echo can be
used to generate T10 maps by using a set of flip angles,
ai 2 fa1;a2; � � � ;aNg, with fixed repetition time (TR) and
echo time (TE).11,12 T10 can be calculated using a simple lin-
ear regression by substituting ai and E105e2TR=T10 into
Equation 1 (Eq. 2):

SðaiÞ
sinðaiÞ5E10

SðaiÞ
tanðaiÞ1M0ð12E10Þ (2)

Once T10 is estimated, the dynamic T1 map, T1(t), gener-
ated by using radiofrequency-spoiled gradient echo sequence
with the flip angle b, can be computed by using T10 and the
normalized signal intensity S(T1(t))/S(T10), where S(T10) is
the precontrast baseline signal intensity and S(T1(t)) is the
DCE signal intensity, as shown in Equation 3:

N5
S
�
T1ðtÞ

�
2SðT10Þ

SðT10Þ 5

�
E1ðtÞ2E1;0

�
ðcosb21Þ

ðE1;021Þ
�
E1ðtÞcosb21

� (3)

To determine the PK parameters, the tissue contrast agent
concentration, C(t), needs to be calculated from T1(t) and
T10. C(t) is proportional to the change of longitudinal relaxa-
tion rate and can be computed by (Eq. 4):

CðtÞ5 1
r1

1
T1ðtÞ2

1
T10

� �
(4)

where r1 is the T1 relaxivity related to the contrast agent.
Once C(t) is estimated, PK modeling such as standard Tofts
model25 can be applied to estimate PK parameters (Ktrans and
ve) using nonlinear curve fitting:

CðtÞ5Ktrans
ðt

0

CpðsÞe2Ktrans
ve

ðt2sÞds (5)

where Cp(t) is the contrast agent concentrations in the plasma
(or arterial input function [AIF]), Ktrans is the rate constant
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from plasma to extravascular-extracellular space, and ve is the
fractional volume constant of the extravascular-extracellular
space. Cp(t) can be either measured or preassumed.6

When there exists B1
1 inhomogeneity, the prescribed flip

angles (ai and b) are not the same as the actual flip angle,
which causes errors in the measurement of PK parameters.
B1
1 estimation is needed to accurately determine ai and b for

each pixel.

2.2 | B1
1 correction: reference numerical

approach

The conventional approach that compensates for B1
1 inhomo-

geneity numerically reprocesses the whole quantitative DCE-
MRI analysis with B1

1 -corrected flip angles.24 For a given B1
1

mapping technique, a pixel-by-pixel relative flip angle
(defined as k5ai0

ai
5b0

b , where ai and b are the prescribed flip
angles, and a0

i and b0 are the actual flip angles), is determined.
The B1

1 -corrected flip angle, assumed to be the actual flip
angle, can be simply computed by multiplying k and the pre-
scribed flip angle. The whole DCE-MRI analysis needs to be
reprocessed for each pixel using the B1

1 -corrected flip angles.
As a note, all variables with prime (’) indicate B1

1 -corrected
variables. When a0

i is determined, then it is used in Equation 2
to estimate T10’, and b0 has to be used in Equation 3 to esti-
mate T1’(t). Once T10’ and T1’(t) are computed, both Ktrans’
and ve’ can be computed by C0ðtÞ from Equations 4 and 5.24

This numerical approach is well defined, but can be
demanding because it requires full access to the MRI model-
ing, PK modeling, and raw DCE-MRI images. Many com-
mercial and closed-source software do not include pixel-by-
pixel B1

1 correction, nor can we modify the software to per-
form B1

1 correction with the numerical approach. Moreover,
even when the numerical approach is possible, the B1

1 cor-
rection would need to repeat the pixel-by-pixel estimation of
PK parameters, which can be time-consuming, especially for
volumetric PK maps.

2.3 | B1
1 correction: approximated analytical

approach

An analytical approach is desirable in many clinical and
research settings because it allows direct derivation of
B1
1 -corrected PK parameters. Analytical correction does not

require full access to the DCE modeling, nor raw DCE-MRI
images, and can enable a more practical B1

1 correction pro-
cess by only using B1

1 maps and uncorrected PK maps as
input. However, the full analytical expression of the B1

1 -cor-
rected PK parameters is highly complicated to derive because
of multiple nonlinear processes, as described before in Equa-
tions 2 to 5. Here, we describe an approximated analytical
approach to derive B1

1 -corrected PK parameters (Ktrans’ and
ve’) by approximating the full analytical expression with

certain assumptions. This approximated analytical approach
will improve the utility of B1

1 correction in DCE-MRI in var-
ious settings with minimal approximation error.26

In the approximated analytical approach, we assume that
the flip angles and TR/T1 are small (a3

i � 0, b � 0, TR/
T10� 0, and TR/T1(t)� 0), and k is close to 1 (k� 1). Using
a Taylor series approximation on Equations 2 and 3, T10’
and T1’(t) can be simply expressed as T 0

10 � 1
k2 T10 and

T 0
1ðtÞ � 1

k2 T1ðtÞ. For simplicity, we used two flip angles for
the VFA process in the analytical derivation. Based on Equa-
tion 4, the corrected contrast agent concentration curve C0ðtÞ
5k2CðtÞ can be derived. As a result, the B1

1 -corrected PK
parameters can be approximated as Ktrans0 � k2Ktrans and v0e
� k2ve from Equation 5. The full derivation of the approxi-
mated approach can be found in the Appendix. Using the
approximated derivation of B1

1 -corrected PK parameters
from uncorrected PK parameters allows for direct compensa-
tion for B1

1 inhomogeneity without fully accessing MRI
modeling and PK modeling because the relationship does not
change regardless of corrected T10, K

trans and ve value.

3 | METHODS

Our approximated analytical approach relies on a set of
assumptions, including small flip angles, small TR/T1, and k
close to 1. We first evaluated the approximation by numeri-
cal simulation and DRO and then compared the approxi-
mated analytical approach with the conventional numerical
correction using 82 in vivo prostate DCE-MRI cases based
on our standard clinical prostate DCE-MRI protocol.

3.1 | Prostate DRO

We used the numerical simulation and prostate DRO27-29 to
carefully separate each source of errors (e.g., noise and B1

1

inhomogeneity), providing a more systematic way to evalu-
ate B1

1 correction approaches. The DRO was composed of
simulated grid-based MRI images with a set of preassumed
PK parameters, including VFA images as well as dynamic
images. We assumed a certain set of PK parameters, Ktrans

(ranged from 0.01 to 0.35min21) and ve (ranged from 0.01
to 0.5), defined as a ground truth set Pnat, and generated C(t)
based on the set. The detailed sequence parameters are
shown in Table 1 and are derived from our clinical prostate
DCE-MRI protocol. We then created signals in both VFA
images and dynamic T1-weighted images based on actual
flip angles. The B1

1 -induced uncorrected flip angles were
created by applying various k (ranged from 0.7 to 1.3) to the
actual flip angle, and these uncorrected flip angles were used
in the following model fitting from signal intensity to PK
parameters (Eqs. 2-5). The calculated parameters were
defined as uncorrected parameters Puncor. Both the numerical
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and approximated analytical correction methods were applied
on the simulated signals to generate the corrected parameters
(Pcor,N and Pcor,A).

All signal simulations and fittings were done using Mat-
lab (The Mathworks, Inc., Natick, MA), and the trust-region
reflective algorithm30 with lower bound of zero for Ktrans and
ve was used in the nonlinear fitting process in PK modeling.
In the following analysis, the percentage error relative to
ground truth, Pnat, was calculated as the evaluation metric.
The B1

1 -induced error (EB1, DRO) was defined as jPuncor2Pnat j
Pnat

3

100% and the correction residual errors for Pcor,N and
Pcor,A were defined by EN; DRO5

jPcor;N2Pnat j
Pnat

3100% and
EA; DRO5

jPcor;A2Pnat j
Pnat

3100%.

To assess the bias and variance of the percentage errors
for B1

1 correction under a certain prostate-like DCE-MRI
conditions, we first calculated B1

1 -induced and correction
residual errors within a realistic range for B1

1 inhomogeneity
in the prostate.18 The numerical simulation included 100
points with uniformly distributed k between 0.7 and 1.3 for 1
representative combination of Ktrans5 0.05min21, ve5 0.1,
and T105 1,000 ms. To further assess the B1

1 -induced errors
with various Ktrans and ve, we created a prostate DRO, modi-
fied from the original DRO by Quantitative Imaging Bio-
markers Alliance (QIBA),31 using our clinical prostate DCE-
MRI parameters (see Table 1). Other parameters of the pros-
tate DRO are shown in Table 1. The DRO simulation, shown
in Figure 1a, was repeated by using three different widely
used population-based AIFs32 (Parker,33 Weinmann,34 and
Fritz-Hansen35) with the standard Tofts model.

Noise was added to both VFA images and dynamic

images by S05
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS1n1Þ21n22

q
, where S is the original signal

intensity and n1 and n2 are Gaussian noise with the mean 0
and standard deviation ranging from 5 to 150, resulting in a
baseline SNR ranging from 7.8 to 234.5. PK maps with and
without correction were calculated as shown in Figure 1b.
With each SNR, the process was repeated 25 times, resulting
in 100 available samples for each Ktrans and ve combination.
For fair comparison, estimation parameters (Ktrans or ve)
larger than 1 were excluded as outliers.36 EN,DRO and EA,DRO

for each SNR from 3,000 pixels (53 63 100), except for
those outliers, were averaged to evaluate residual errors

TABLE 1 Details of the DRO modification

QIBA DRO Prostate DRO

Ktrans 0.01, 0.02, 0.05, 0.1, 0.2, 0.35min21

ve 0.01, 0.05, 0.1, 0.2, 0.5

Relative B1
1 (k5u’/u) 1.2

T10 1,000 ms

VFA flip angle 3, 6, 9, 15, 24, 35 8 2, 5, 10, 15 8

Dynamic flip angle 25 8 12 8

Repetition time 5 ms 4.17 ms

Patch size 103 10 pixels 23 2 pixels

FIGURE 1 Summary of the simulation study design using DRO under various population-averaged AIFs (a) and Gaussian noise (b). The images in
(a) are examples of corresponding Ktrans and ve maps in each step and DRO images. P represents PK parameters Ktrans and ve.
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varying with SNRs. Here, EN,DRO provided an estimation of
the error tolerance attributed to noise, compared with the
approximation-induced error (EA,DRO without noise). More-
over, EN,DRO and EA,DRO for each parameter combination
were averaged separately to show the correction residual
error distribution with Pnat. Linear regression and Bland-
Altman plots were used to evaluate the correlation between
PK parameters corrected by the 2 correction methods.

Similarly, to test the sensitivity of the 2 correction meth-
ods for k variation, we performed Monte-Carlo simulation
with random Gaussian noise (0 mean and standard deviation
ranging from 0.001 to 0.1) added in ground truth k5 1.2.
The sensitivity was evaluated using EA,DRO and EN,DRO.

3.2 | In vivo prostate DCE-MRI data

With the local institutional review board approval, 82 cases
were used to evaluate the approximated analytical approach
in vivo. The 82 cases were acquired between June 2010 and
September 2014 (age5 65.96 6.9 years and mass5 81.96
13.5 kg). All in vivo DCE-MRI cases were performed on
two 3T scanners (MAGNETOM Skyra and MAGNETOM
Trio; Siemens Medical Systems, Erlangen, Germany), using
a body array matrix and spine array coil. The 3D SPGR
sequence was used in both VFA and dynamic imaging with
a TR of 4.17 ms. The slice thickness was 3.6mm, and the
flip angles used were 2, 5, 10, and 15 8 for variable flip angle
acquisition and 12 8 for dynamic acquisition. For most cases,

a matrix size of 1603 160 with 20 slices was used, and those
parameters varied slightly for other cases. For VFA imaging,
a dual-echo bipolar readout (TE15 1.23 ms; TE25 2.46 ms)
was used to generate the fat-only and water-only images
using a 2-point Dixon algorithm,37 and the B1

1 maps were
estimated using reference region VFA.18 A single-dose injec-
tion of gadopentetate dimeglumine (Magnevist; Bayer,
Wayne, NJ) contrast agent was administered to the patients
at a dose of 0.1 mmol/kg through a peripheral vein at a rate
of 2mL/sec using a mechanical injector, and dynamic images
were acquired before, during, and after contrast injection.
Approximately 65 contrast-enhanced sets of images (tempo-
ral resolution of 4.3 seconds) were acquired sequentially
without delay between acquisitions with the total acquisition
time of 5 minutes.

The standard Tofts model with Parker AIF33 was used
for the PK modeling. The fitting algorithm and constraint are
the same as in DRO experiments. Prostate regions of interest
(ROIs) were manually drawn on the 5 central slices in the
contrast-enhanced images and were copied to other images
such as B1

1 , B
1
1 -corrected, and uncorrected PK maps. A rep-

resentative example of the prostate ROI is shown in Figure
2. The evaluation was performed using percentage error with
respect to the B1

1 -corrected parameters using the numerical
approach. Specifically, the B1

1 -induced error (EB1, in-vivo)
was defined by jPuncorr2Pcor;N j

Pcor;N
3100%, and the correction resid-

ual error (EA, in-vivo) was defined by jPcor;A2Pcor;N j
Pcor;N

3100%. The
mean, standard deviation, and 95% central range of all the

FIGURE 2 A representative slice of ROI positioning for in vivo prostate data. ROI was first drawn on contrast-enhanced images (a) and was copied
to corresponding relative B1

1 (k) map (b) EB1,in-vivo map (c) as well as EA,in-vivo for K
trans.
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voxels within the ROIs from all 82 patients were computed.
An average k and the residual error for each patient’s volu-
metric ROI from 5 central slices were also computed to eval-
uate the approximated analytical method among different
cases. Any pixels with estimated ve or Ktrans larger than 1
were considered to be outliers36 and therefore were excluded
for all in vivo experiments.

4 | RESULTS

4.1 | Prostate DRO

Figure 3 shows that the numerical and approximated analyti-
cal methods are comparable in the numerical simulation with
k variation. Within k range of 0.7 to 1.3, the maximum EA,

DRO is less than 0.4% for Ktrans and ve (Fig. 3c). This is negli-
gible compared to EB1,DRO (maximum of 104.1%). Figure 3
also describes how Puncor deviates from the ground truth as k
varies. For example, when k equals to 1.28, uncorrected
Ktrans and ve underestimate around 40% of the true value. For
all simulated points, Pcor,N and Pnat are the same with a preci-
sion of 10212 as expected, assuring the accuracy of the
numerical correction method.

Despite Ktrans and ve variation, the EA,DRO is small and
uniform for Ktrans and ve for all three AIFs based on the DRO
simulation with a k of 1.2 (Supporting Information Figure S1).
The maximum EA,DRO is 0.2% for Ktrans estimation and 0.4%
for ve estimation, whereas the EB1,DRO of 30.76 0.1%. Over-
all, EA,DRO is almost negligible compared to EB1,DRO regard-
less of Pnat and the preassumed AIFs. By comparison, EN,DRO

has a maximum of 0.2%. This further confirms the accuracy of
the numerical correction method under the noise-free situation.
These results are consistent with our expectation in the Theory
section.

With various levels of noise added in DRO, a minimum
EN,DRO of 2.16 4.3% with baseline SNR of 234.5 was
observed, which indicates the estimation uncertainty induced
by noise. Based on previous simulation, the maximum EA,

DRO without noise is 0.4%, which is much smaller than the
minimum EN,DRO induced by minimal noise of standard
deviation of 5. The overall residual errors against baseline
SNR are shown in Figure 4. Across various baseline SNRs
(ranging from 7.8 to 234.5), the difference between EN,DRO

and EA,DRO is minimal compared to EN,DRO, which means
that the approximation-induced error is small compared to
noise-induced error. For example, when baseline SNR is
41.2, the noise-induced error for the numerical correction
method is 21.9% for Ktrans and 14.4% for ve. However, the
difference of the mean error of the analytical correction
method from mean error of numerical correction method is
4.3% for Ktrans and –0.1% for ve. Those results indicate that
under various noise levels, the analytical correction method
provides similar performance as the numerical correction
method.

More specifically, with an example baseline SNR of 38.5
when n1 and n2 had standard deviation of 30, Figure 5 dis-
plays the average of all Monte-Carlo experiments for each
PK parameter combination (100 pixels) excluding outliers.
Figure 5 indicates that both methods provide robust estima-
tion, except in extreme PK parameters. The large errors occur
when ve is small (ve5 0.01) for Ktrans estimation. Those
areas with large correction residual errors are mainly because
the curve characteristic is more sensitive to noise under those
circumstances. The difference maps between the 2 correction
residual error maps on the right column confirms that the
inconsistency exists only under extreme situations. Both cor-
rection methods are not reliable under extreme situations.
Additionally, comparison between the corrected PK

FIGURE 3 Comparison between numerical correctionmethod and approximated analytical correctionmethod in simulation with k ranging from 0.7
to 1.3 (ground truth Ktrans’5 0.05min21, ve5 0.1, and T105 1,000ms) for Ktrans (a) and ve (b) and EA,DRO for Ktrans and ve (c). Two example areas around
k of 1.1 and 1.3 are zoomed. The difference between blue and red curves indicates EA,DRO (also shown in [c]), and the difference of y-axis and 100% indi-
cates EB1,DRO. EA,DRO is negligible compared to EB1,DRO.
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parameters from 2 methods, with added noise, was per-
formed using linear regression and Bland-Altman plots (as
shown in Fig. 6). With 100 times Monte-Carlo simulation
for each PK parameters combination, most Ktrans and ve val-
ues are highly comparable between 2 methods. Pearson cor-
relation results also show that the approximated analytical
method is comparable to the conventional numerical correc-
tion methods (r25 0.97 for Ktrans and r25 1.00 for ve).

With noise added in ground truth k, the difference
between average EN,DRO and EA,DRO based on the Monte-
Carlo simulation over each PK parameter was smaller than
0.1%. For example, with the noise standard deviation of
0.01, both EN,DRO and EA,DRO were almost identical (4.16
3.5%) for both Ktrans and ve. The results show that the

robustness to k measurement accuracy for those 2 correction
methods is similar.

4.2 | In vivo prostate DCE-MRI data

Based on B1
1 maps measured from 82 cases, mean k value

from each subject gives a range from 0.78 to 1.22 with pro-
jected 80% intersubject B1

1 -induced error difference based
on our analytical theory, indicating the necessity for B1

1

correction.
A representative Ktrans and ve comparison is shown in

Figure 7. This figure shows that EA,in-vivo (Fig. 7e,j) is small
compared to EB1,in-vivo (Fig. 7d,i). A summary of in vivo
measurements statistics for all 82 cases is shown in Table 2.

FIGURE 4 Comparison of correction residual percentage errors between 2 correction methods (EN,DRO and EA,DRO) for K
trans maps (a) and ve maps

(b) with various levels of noise added. There are 100Monte-Carlo simulations for each PK parameter combination. For each SNR level, noise-induced
errors for 3,000 pixels (53 63 100) excluding outliers were averaged. Across all simulated baseline SNRs, the residual error for both correctionmethods
are comparable to each other.

FIGURE 5 EN,DRO averaged for each parameter (100 pixels) (a,d) and EA,DRO averaged for each parameter (b,e) for Ktrans and ve maps with baseline
SNR of 38.5. The error patterns are similar between the 2 methods. The absolute value difference maps (EN,DRO – EA,DRO) averaged for each parameter (c,
f) indicate outliers appear when ve is low, where the fitting process is more sensitive to noise.
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With a wide range of B1
1 variation, residual correction errors

from the analytical correction method for Ktrans and ve are
0.16 0.3% and 0.16 0.4%, which are minimal. Figure 8
summarizes the average k, EA,in-vivo for K

trans and ve among
different cases, and the cases are grouped with different scan-
ners (3T Skyra and 3T Trio). The B1

1 inhomogeneity patterns
were significantly different between 2 scanners (P< 0.01),
attributed to different B1

1 shimming modes. The correspond-
ing correction residual error shows good consistency with k,
and all average EA,in-vivo is smaller than 0.4%.

5 | DISCUSSION

In this work, a simple and practical B1
1 correction for quanti-

tative DCE-MRI analysis using an approximated analytical
approach was proposed and evaluated. We performed a
numerical simulation and a prostate DRO to evaluate the
behavior of the approximated analytical method under a set
of clinical imaging parameters and noise. The approximated
analytical approach was also tested using 82 in vivo prostate

DCE-MRI cases by comparing it with the conventional
numerical correction method. All the evaluations showed
that the approximated analytical method provides compara-
ble B1

1 correction to the reference numerical method (less
than 0.4% percentage error) under the practical situation in
prostate DCE-MRI.

The approximated analytical method will enable more
practical solutions for B1

1 correction in DCE-MRI because it
does not need access to the full modeling implementation in
quantitative DCE-MRI analyses and does not need the
acquired images for T10 mapping and dynamic MRI. The
approximated analytical method only requires B1

1 maps and
uncorrected PK parameter maps as input to estimate the cor-
rected PK parameters. This makes the approximated analyti-
cal correction method more practical in clinical research
environments, where the model implementation access may
be limited. In addition, the approximated analytical correc-
tion method provides an easy implementation of B1

1 correc-
tion and can potentially improve the computational
efficiency, because for each voxel, the calculation becomes a
simple multiplication instead of a series of fitting. For

FIGURE 6 Linear regression and Bland-Altman plots for Ktrans maps (a,b) and ve maps (c,d) in DRO experiment with noise added. There are 100
Monte-Carlo simulations for each PK parameter combination. The corrected PK parameters from approximated analytical correction and numerical correc-
tion are highly comparable (r25 0.97 for Ktrans and r25 1.00 for ve) with baseline SNR of 38.5.
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example, in our in vivo analysis, the reference numerical cor-
rection method took more than 3 hours for each case whereas
the approximated analytical correction method required less
than 0.01 seconds using Matlab on the same computer.

Although there exist computational acceleration techniques
for the numerical correction method, such as parallelization
and approximation,38 the approximated correction method
can be a good alternative when such accelerations are not
available.

The approximated analytical correction relies on 3
assumptions: small flip angles, small TR/T1, and k close to
1. The experiments in this paper use our clinical protocol to
evaluate the reliability of those assumptions. The first
assumption (i.e., small flip angles) can be violated with
increased flip angles, and this could increase the
approximation-induced error. However, in our experiment
using the original QIBA DRO flip angles shown in Table 1,
the maximum percentage error in the simulation is only
0.2%, which is smaller than using our protocols
(maximum5 0.4%). Considering those 2 protocols are

FIGURE 7 Ktrans maps after numerical B1
1 correctionmethod (a), before B1

1 correction (b) and after approximated analytical correctionmethod (c),
B1
1 induced error for Ktrans (d), correction residual error of Ktrans (e), ve maps after numerical B1

1 correctionmethod (f), before B1
1 correction (g) and after

approximated analytical correctionmethod (h), B1
1 induced error for ve (i), and correction residual error of ve (j)

TABLE 2 Summary of in vivo results

Mean
Standard
Deviation

95% Central
Range

Ktrans (min21) 0.11 0.06 [0.03, 0.25]

ve 0.26 0.13 [0.08, 0.60]

k 1.05 0.08 [0.83, 1.17]

EA,in-vivo for K
trans (%) 0.1 0.3 [0.0, 0.2]

EA,in-vivo for ve (%) 0.1 0.4 [0.0, 0.2]
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similar to other studies,7,16,39 we expect the approximated
analytical correction method generalizes well to other flip
angle settings. The second assumption is that k is close to 1,
and based on our simulation within the k range from 0.7 to
1.3, the correction residual error is smaller than 0.4%. Even
when B1

1 overestimation is 100%, the approximation-
induced error is still smaller than the baseline defined in the
noise DRO experiments (2.16 4.3%). Considering the
increasing trend of the residual error (difference between 2
curves) shown in Figure 3, we do not expect residual error
lager than 1% within a practical B1

1 range. Also, the deriva-
tion in the Appendix actually assumes (1-k2)� TR is small,
considering that TR is usually a few milliseconds; the
dependency on k is not strong. The last assumption is that
TR/T1 is small, and this is generally true for T1-weighted
imaging protocols. For example, in our clinical protocol, TR
is 4.17 ms, and a T1 value of 1,5796 42 ms in the prostate
region was reported.40

Figure 4 shows how residual errors vary with baseline
SNR in the DRO experiment. Because of the potential differ-
ence of our preassumed parameters in DRO compared to in
vivo, the scale of signal enhancement relative to baseline sig-
nal was not exactly the same as in vivo data. Also, motion-
induced errors may play a more important role than image
noise for in vivo data. We do not expect that the residual
error curve with baseline SNRs will be identical to in vivo
data, but we believe to observe a similar trend for the resid-
ual error from the numerical correction method.

The noise in the DRO and in vivo experiments caused
outliers with relatively large correction residual error when ve
was low. This is because the fitting procedure is highly sensi-
tive to noise under those circumstances. In the DRO experi-
ments, the numerical correction method also gives similar EN,

DRO, as shown in Figure 5. For in vivo experiments, the large

noise may arise from rectal and bowel motion. We observed
outliers near the edge of the prostate as shown in Figure 2d.
Although we tried to avoid the boundary of the prostate dur-
ing ROI positioning, because of the anatomy complexity of
in vivo cases, we still observed 0.09% of the pixels with EA,

in-vivo lager than 1%. As shown in the DRO experiment, when
large noise exists, neither of the fitting methods are reliable;
therefore, in our in vivo evaluation, we reported 95% central
range of the data to exclude the outliers.

In the numerical simulation and DRO experiments, we
determined the percentage error relative to the ground truth,
Pnat, to utilize the advantage of numerical simulation for error
evaluation. We evaluated the percentage error relative to the
numerical corrected Pcor,N in in vivo experiments for compar-
ison because we do not have the ground truth, and Pcor,N is
proved to be a good estimation of the ground truth in simula-
tion experiment in noise-free situation (EN,DRO less than
0.2%). With this in mind, we chose Pcor,N as the reference in
in vivo experiments because we want the evaluation in in
vivo experiment be more consistent with that of the simula-
tion and DRO experiments. However, the DRO experiment
also showed that if noise is present, Pcor,N might deviate
from the ground truth (as shown in Fig. 5a). With baseline
SNR of 38.5 and without taking outliers into evaluation, the
numerical correction method will have an average of 14.4%
EN,DRO. This error will lead to inconsistent evaluation
between the results of simulation and in vivo experiments.

Our study included a few limitations. One limitation is
that the practical utility of the approximated correction is
mainly limited to situations where closed-form or commercial
software is used for quantitative DCE-MRI analysis. How-
ever, closed or commercial software is widely used in clinical
prostate DCE-MRI,41 and, to the best of our knowledge, most
of them do not include the B1

1 correction. Also, our approach

FIGURE 8 Summary of average k (a), correction residual error EA,in-vivo (b) for 82 patients. Different scanners (Skyra and Trio) have slightly differ-
ent k distribution as shown in (a), but all the average EA,in-vivo is smaller than 0.4%.
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can be practically useful when an in-house B1
1 correction pro-

cess is time-consuming, especially in clinical or clinical
research settings. The second limitation is that we focused on
the error propagation behavior under the standard Tofts model
with population-averaged AIFs, which are commonly used
techniques in clinical prostate DCE-MRI.7,32 The error propa-
gation analysis may need to be updated if other PK modeling
settings are used for DCE-MRI quantification, including
subject-based measured AIF42 and/or the extended Tofts
model.25 For a subject-based measured AIF, our approxima-
tion method can be easily modified with minimal error if
blood T10 is also measured (AIF1). The modified correction
method becomes Ktrans0

Ktrans � ðktkpÞ
2; ve0

ve
� ðktkpÞ

2, where kt and kp
are k values in measured blood and tissue pixel or ROI. How-
ever, if predetermined blood T10 is used for the subject-based
measured AIF (AIF2), the modification becomes highly com-
plicated, which may need to be further investigated in future.
With DRO simulation with kt5 1.2 and kp5 1.1, EA,DRO

using AIF1 is 0.4% for Ktrans whereas EA,DRO using AIF2 is
87.6% for Ktrans. Last, the difference between the standard
and extended Tofts models is generally small in the prostate
attributed to the small contribution of vp. Based on the in vivo
simulation (n5 82), vp within the prostate was 0.00266
0.0030, and the approximation errors with the extended Tofts
model (EA,in-vivo) were 0.16 0.1% and 0.16 0.6% for Ktrans

and ve, similar to the ones with the standard Toft model. With
higher vp relative to ve, the approximation-induced error could
be significant, and therefore the method is limited to organs
with small vp (see Supporting Information Figure S2 for the
influence of vp in the extended Tofts model).

6 | CONCLUSION

We have demonstrated the feasibility and accuracy of a sim-
ple approximated analytical B1

1 correction approach for
quantitative prostate DCE-MRI. This method only requires
B1
1 maps and uncorrected PK parameters as input to calcu-

late corrected PK parameter maps. The approximated analyti-
cal method was evaluated by both numerical digital
reference object and 82 in vivo prostate DCE-MRI cases. In
all cases, the approximated analytical method had very low
approximation error (less than 0.3% correction residual error
compared to conventional numerical correction within 95%
central range). Most important, this B1

1 correction method
can be easily implemented in clinical workflow, and has the
potential to improve the performance and reproducibility of
clinical quantitative prostate DCE-MRI.
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APPENDIX

In the VFA process, the fitting procedure is simplified to only
2 flip angles a1 and a2. The measured signals with the 2 flip
angles S1 and S2 are given as constant, namely S15 S1’ and
S25S2’. Based on Equation 1, in an actual situation, Si5
M0ð12E0

10Þsinkai

12E0
10coskai

for both signals S1 and S2.

First, we want to find the relationship between corrected
E10’ and uncorrected E10. The corrected E10’ can be expressed
as a function of uncorrected E10 as follows (Eq. A1):

E105

S2
sina2

2
S1

sina1
S2

tana2
2

S1
tana1

5
ð12E0

10coska1Þsinka2sina12ð12E0
10coska2Þsinka1sina2

ð12E0
10coska1Þsinka2sina1cosa22ð12E0

10coska2Þsinka1sina2cosa1

(A1)

Equation A1 is the analytical form of the linear regression
using 2 flip angles. When using more than 2 flip angles, the
fitting estimation will be the same using any 2 flip angles
without noise because it is an overdetermined problem.

With the assumptions that flip angles ai in rad are close
to zero ðai

3 � 0Þ, based on Taylor Series, we could get that s
inai � ai; cosai � 12ai

2

2 for both flip angles a1 and a2. By
substitute those equations into Equation A1, we could get a
simplified version of the relationship (Eq. A2).

E10 � 12
12E100

12E0
101k2E100 (A2)

Then, based on the assumption that TR
T1

� 0 and Taylor
Series lnðxÞ � x21, it can be derived that E10 � 12 TR

T10
and

E100 � 12 TR
T100. By substituting these equations into Equation

A2, we could get the relationship between corrected T10’ and
uncorrected T10 (Eq. A3).

T10 � ð12k2ÞTR1k2T100 (A3)

With a small TR (0.004 seconds in our protocol) and k close
to 1, the first term on the right side of Equation (A3) is close to
zero. The relationship can be further simplified as (Eq. A4).

T100

T10
� 1

k2
(A4)

In the process of dynamic T1 quantification, based on

SðtÞ
S0

5

�
12E1ðt

��
ð12E10cosbÞ

ð12E10Þ
�
12E1ðtÞcosb

� , T1(t) at each time point is calculated

from T10 and the ratio between signal at baseline S0 and signal
at the corresponding time point S(t). In this process, the ratios
between signals are given as constant, as expressed in (Eq. A5):

S0ðtÞ
S00

5
SðtÞ
S0

: (A5)

After substituting Equation 1 into Equation A5 for all
four signals and reformatting, we could get the following
equation (Eq. A6):

½12E1ðtÞ�½12E0
1ðtÞcoskb�

½12E10ðtÞ�½12E1ðtÞcosb� 5
½12E10�½12E0

10coskb�
½12E100�½12E10cosb� (A6)

Based on the similar assumptions of small flip angle b,
we could get sinb � b; cosb � 12b2

2 . By substituting those
equations and Equation A2 into Equationn A6, we could
prove that (Eq. A7):

½12E1ðtÞ�½12E0
1ðtÞcoskb�

½12E10ðtÞ�½12E1ðtÞcosb� � 1 (A7)

Then, similarly, based on assumption of TR
T1ðtÞ � 0 and

b � 0, Equation A7 could be further simplified as (Eq. A8):

E1ðtÞ � 12
12E10ðtÞ

12E0
1ðtÞ1k2E1

0ðtÞ (A8)

We can find the similarity between Equations A8 and A2.
Correspondingly, as shown in Equation A4, with assumptions
of small TR and k2 close to 1, we could further simplify
Equation A8 to the following equation (Eq. A9):

T10ðtÞ
T1ðtÞ � 1

k2
: (A9)

Now we got the relationship of corrected and uncorrected T1
values before and after contrast agent, and from the linearity of
contrast agent shown in Equation 4, it could be easily derived that
the relationship between corrected and uncorrected tissue contrast
agent concentration Ct’(t) and Ct(t) is as follows (Eq. A10):

Ct
0ðtÞ

CtðtÞ � k2 (A10)

As the last step, according to Equation 5 of the standard
Tofts model,43 with a fixed Cp(t) which is not influenced by
B1
1 , the ratio between uncorrected and corrected K

trans is equal
to the ratio of tissue contrast agent concentration (Eq. A11).

Ktrans0

Ktrans 5
Ct

0ðtÞ
CtðtÞ � k2 (A11)

Because the integration following Ktrans in Tofts model is
not related to B1

1 , namely Ktrans0
ve0 5 Ktrans

ve
; the ratio between ve

would be (Eq. A12):

ve0
ve

5
Ktrans0

Ktrans � k2 (A12)

In summary, based on 3 basic assumptions during the
whole acquisition process: (1) small flip angle, (2) small TR
and T1 ratio, and (3) k is close to 1, under the standard Tofts
model and a population-averaged AIF condition, relationships
between corrected and uncorrected PK parameters can be
simplified to Ktrans0

Ktrans � k2, ve0ve � k2.
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